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# Resumen

Desde los inicios de las ciencias computacionales ha sido muy común que se intente modelar ciertos comportamientos y características de los seres humanos, una de ellas es la capacidad de aprender. La rama de las ciencias que se encarga de intentar modelar dicha característica es la inteligencia artificial. Los modelos de aprendizaje más comúnmente usados son las redes neuronales y memorias asociativas. Algunas de las tareas en las que se aplican las memorias asociativas son los relacionados con la calisficación.

El presente proyecto modular tiene como objetivo desarrollar una Interfaz de Programación de Aplicaciones (API, por sus siglas en ingles), utilizando el paradigma orientado a objetos (Módulo I,II), que permita a los investigadores y tecnólogos construir componentes de software para el reconocimiento de patrones, utilizando algoritmos de aprendizaje automático de computadoras (machine learning) (Módulo IV). Además, con el fin de que esta herramienta pueda ser utilizada por profesionales sin conocimientos de programación, se desarrollará una interfaz gráfica de usuario (GUI, por sus siglas en ingles) que utilice el API antes mencionada. La interfaz gráfica de usuario permitirá llevar a cabo el entrenamiento de la memoria asociativa y permitirá realizar clasificación sobre un conjunto de datos de prueba. Paralelo blablabla (Módulo III).

# Antecedentes

En la ciencias de la computación se han desarrollado modelos que tratan de asemejar la habilidad de aprender del ser humano, uno de estos son las redes neuronales artificiales, las cuales son modelos que tratan de asemejar las funciones y estructuras biológicas de las redes neuronales. Éstas cuentan con un subtema llamado memorias asociativas las cuales, a su vez, cuentan con varios algoritmos, por ejemplo LearnMatrix de Steinbuch [1,2] correlograph de willshaw, buneman & longuet-Higgins [2], linear associator de Anderson-kohonen [4,5], Memoria asociativa de hopfield [6], modelos como ADAM (Advanced Distributed Associative Memory) de Austin [7], BAM (Bidirectional Associative Memory) de kosko [8], SDM (Sparse Distributed Memory) de Kanerva [9], Memorias Morfológicas de Ritter, Diaz-de-león & Sussner[10] y las Memorias asociativas Alfa-Beta de Yañez-Márquez [11]. En esto proyecto vamos a tratar en específico con el modelo de learnMatrix de steinbuch.

La lernmatrix es una memoria **M** que relaciona patrones de entrada y salida, los cuales se encuentran representados por vectores columna, **x** y **y** respectivamente. Cada uno de los patrones de entrada y salida se encuentran relacionados respectivamente, siendo similar a una pareja ordenada (**x,y**).La memoria asociativa de Steinbuch tiene dos fases la primera siendo una fase de aprendizaje y la segunda siendo una de recuperación (reconocimiento de patrones).

Por otro lado, una plataforma de cliente enriquecido (RCP por sus siglas en inglés) es una herramienta de programación que hace más fácil la integración de componentes de software independientes. Con una RCP, los programadores pueden construir sus propias aplicaciones en plataformas informáticas existentes. En lugar de tener que escribir una aplicación completa desde cero, pueden beneficiarse de características probadas y comprobadas del marco proporcionado por la plataforma.

En una búsqueda realizada en uno de los repositorios más conocidos de algoritmos de inteligencia artificial Weka [12] no se encontró ninguna aplicación del algoritmo de memoria asociativa de steinbuch. Por lo que se detecta la necesidad de implementar dichos modelos.

# Justificación

Actualmente, el conocimiento teórico sobre el modelo de memorias asociativas se encuentra esparcido o inaccesible, por lo que encontrar herramientas computacionales que cuenten con implementaciones de dicho modelos es complicado.

Este proyecto busca diseñar e implementar un entorno de trabajo en dos niveles diferentes: 1) nivel *intermedio* orientado a desarrolladores de aplicaciones del área de machine learning; y 2) nivel *alto*, una interfaz gráfica de usuario para las personas que deseen utilizar dicho modelo sin necesidad de programarlo. Además de de ser una alternativa para las diferentes aplicaciones que implementan algoritmos de aprendizaje máquina para la clasificación.

# Objetivos y metas

## Objetivos generales

Diseñar e implementar el modelo de memorias asociativa Learnmatrx a través de una API[13], que va a dirigida a investigadores y tecnólogos del área de las ciencias computacionales; y por otro lado una GUI en Eclipse RCP, con el fin de poner a disposición de los investigadores o estudiantes del tema de aprendizaje automático de computadoras.

## Objetivos específicos

Los objetivos específicos.

* Diseño, utilizando el paradigma orientado a objetos, del modelo de memoria asociativa learnmatrix.
* Implementación de Interfaz gráfica usando el modelo de Eclipse RCP.
* Crear la documentación para el diseño como:
  + Requerimientos del software
  + Diagrama de clases
  + Definición de casos de usos
  + Manual de usuario

## Productos

Los productos que se esperan obtener son:

* Un API sobre los algoritmos que se van a implementar
* Una interfaz gráfica que acompañara la API
* Documentación del diseño como:
  + Requerimientos del software
  + Diagrama de clases
  + Definición de casos de usos
  + Manual de usuario

# Metodología

* Documentarse sobre el algoritmo de LearnMatrix.
* Documentarse sobre la forma de trabajo en eclipse RCP.
* Levantamiento de requerimientos para la API.
* Levantamiento de requerimientos para la GUI.
* Diseñar la Interfaz de programación de aplicaciones (API).
* Diseñar la Interfaz gráfica de usuarios (GUI).
* Implementación de la API.
* Implementación de la GUI.
* Realizar la documentación tanto de la API como de la GUI.

# Prototipo

El prototipo de esta aplicación consistirá de una API sobre el algoritmo de la learnmatrix de steinbuch, además de una interfaz gráfica usando ecliplse RCP que implementa la API antes mencionada.
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